**Design Proposal for the Garbage Classification System**

**General Info**

**Project Title**: Design of a Garbage Classification System based on Cellphone Photos Description.

**Group Members**: Tianhan Jiang, Peiyun Zhao, David Laditan, David Guo, Tobi Lawal

**Contact Email**: [yuhua.guo@ucalgary.ca](mailto:yuhua.guo@ucalgary.ca), [tianhan.jiang@ucalgary.ca](mailto:tianhan.jiang@ucalgary.ca), and [tobi.lawal1@ucalgary.ca](mailto:tobi.lawal1@ucalgary.ca)

**Project Abstract**

Waste sorting is part of Calgary's waste management requirement of households to complete their recycling process. This task is usually labor intensive, and the incidence of disease is very higher with examples like infections of the skin, respiratory system, and gastrointestinal tract. More so, manual pipeline sorting of waste used in processing plants has a disadvantage of human exposure to Calgary’s harsh weather conditions and low sorting efficiency. In order to solve various problems in garbage classification and recycling and to make the whole process more efficient and save resources, we propose a garbage classification management system using CNN-based networks.

1. **System Specifications**
   1. Approaches

Garbage recognition is a supervised learning task. We will use deep learning libraries to perform a multiclass classification job on an image dataset. We plan to label images to build a single-labelled training. Although the accuracy may improve if we train our model on a multi-labelled training set, we may face much more uncertainties and difficulties if we do so.

* 1. Models to be used

We plan to train and fine-tune multiple convolutional neural network (CNN)-based networks, including pre-trained on the ImageNet database and trained from scratch. Some articles[1] suggested that a pre-trained CNN model may perform better, but for our case, it may not apply well because of the difference in labelling rules.

Since the size of the dataset we will use is relatively small, we plan to use data augmentation[2] and explicit regularization, including dropout and weight decay, to avoid overfitting.

* 1. Metrics to be computed

Since this is a classification job, the most critical metric to tune hyperparameters and to represent training/validation score is accuracy. We will still record other classification metrics such as accuracy, precision, recall, F1-score, ROC, and AUC.

We will use Categorical Cross Entropy (CCE) as a metric in the loss function.

* 1. Problems expected to face

1.4.1 About image

* Cell-phone photos have different quality depending on the device used to take the picture.
* Images with different resolutions.
* Model generalization to photos taken using different cell phones will be hard.

1.4.2 About subjectivity in labelling dataset

* What degree of contamination is acceptable for recyclable and for composting.

1.4.3 About limitations of the training set

* Misclassification of hazardous waste into black bin, due to lack of hazardous waste class.
* Too much variability within classes.
* Misclassifications caused by differences in packaging, shape, or graphic design.

1. **Dataset Creation**

In recent years, the dataset used toward training our neural network methods for image classification has increasingly improved overtime. With this in mind, several datasets like the CIFAR-10, MNIST handwritten numerals, are available and have recorded good results with models.  However, to achieve an accurate classification of garbage types for Calgary waste management system, we have decided to curate our dataset from mobile phone pictures of typical garbage disposed of in Calgary households. Our dataset will comprise 150 photos of garbage, with each image centered on a white background. The distribution is shown in Table 1. The type of garbage-images used also are spread evenly across the different garbage classes (blue, green, black trash bins).  We plan on implementing data augmentation of the dataset because of its small size and this invariably will improve the metric of the model.

* 1. What kind of data will you use to solve the problem?

A dataset including three classes: recyclables (blue bin), composting (green bin), landfill garbage (black bin). We will have as many as needed labels for subclasses in each class, such as glass bottle, plastic bottle, tin container, Tetra Pak container, plastic jug subclasses in the recyclable class.

* 1. How the data should be collected
* The object should be centralized in the photo
* Homogeneous background: we will use a white background
* One object per photo
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**Figures and Tables**

TABLE 1. There are six categories of the dataset with 150 pictures. There are few classes in this dataset, and the amount of data is small. If the data enhancement work is not good, it can easily cause an overfit.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| CLASS(Blue) | AMOUNT | CLASS(Green) | AMOUNT | CLASS(Black) | AMOUNT |
| Paper | 10 | Food Waste | 8 | Plastic | 13 |
| Metal | 15 | Compostables | 22 | Cartoon | 17 |
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